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Abstract

We introduce Net2Brain, a graphical and command-line
user interface toolbox for comparing the representational
spaces of artificial deep neural networks (DNNs) and hu-
man brain recordings. While different toolboxes facilitate
only single functionalities or only focus on a small subset
of supervised image classification models, Net2Brain al-
lows the extraction of activations of more than 600 DNNs
trained to perform a diverse range of vision-related tasks
(e.g semantic segmentation, depth estimation, action
recognition, etc.), over both image and video datasets.
The toolbox computes the representational dissimilarity
matrices (RDMs) over those activations and compares
them to brain recordings using representational similar-
ity analysis (RSA), weighted RSA, both in specific ROIs
and with searchlight search. In addition, it is possible to
add a new data set of stimuli and brain recordings to the
toolbox for evaluation. We demonstrate the functionality
and advantages of Net2Brain with an example showcas-
ing how it can be used to test hypotheses of cognitive
computational neuroscience.
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Introduction

Several studies have demonstrated the potential of DNNs
to serve as state-of-the-art computational models of the pri-
mate visual cortex (Cadieu et al., 2014; Khaligh-Razavi &
Kriegeskorte, 2014; Yamins et al., 2014; Guclu & van Ger-
ven, 2015; Cichy, Khosla, Pantazis, Torralba, & Oliva, 2016).
In the last decade, DNNs trained to perform visual tasks have
successfully been able to resemble, predict and explain neu-
ral activity in the visual cortex. Different implementations of

these models (varying, for example, their architecture, objec-
tive function, or training algorithm) have been compared to
uncover the computational principles, algorithms and neuro-
biological mechanisms behind visual processing (Richards,
2019).

To promote this line of research, new benchmarks,
datasets, and challenges relevant to cognitive neuroscience
experiments have been developed (Cichy, Roig, Andonian,
et al., 2019; Cichy, Roig, & Oliva, 2019; Cichy et al., 2021;
Schrimpf et al., 2018). However, to fully take advantage of
these models and frameworks, a toolbox for efficiently com-
paring the representational spaces of state-of-the-art DNNs
and brain responses is needed. Some toolboxes have been
developed to facilitate the use of DNNs, however, they tend
to focus only on a small subset of supervised image classi-
fication models, even though studies have shown that DNNs
trained for different tasks can also help to provide new infor-
mation about the visual cortex (Tang, LeBel, & Huth, 2021;
Dwivedi, Bonner, Cichy, & Roig, 2021).

We, therefore, introduce Net2Brain, an easy-to-use toolbox
that allows neuroscientists to efficiently incorporate over 600
DNN trained for different objective functions, datasets, etc,
into their research. We opensource it to promote its contin-
ual growth over time.

Related Work

In the past, deep learning models have been adopted across
scientific fields to answer domain-specific questions (Raghu &
Schmidt, 2020). This was greatly facilitated by open-source
software that allows the straightforward usage and develop-
ment of DNNs, such as PyTorch (Paszke et al., 2019), Ten-
sorflow (Abadi et al., 2015), Caffe (Jia et al., 2014) and
Keras (Chollet et al., 2015). With such a variety of libraries at
hand and the increasing use of deep learning models in neu-
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roscience research, recent toolboxes have been developed to
facilitate synergy between both fields. The rsatoolbox (Nili et
al., 2014) provides functions for comparing the representa-
tional space of computational models and brain responses.
This software library expects the user to provide as input the
already extracted activations of a DNN. BrainScore (Schrimpf
et al., 2018, 2020) and THINGSvision (Muttenthaler & Hebart,
2021) are toolboxes that extend this functionality and allow
computing feature representations from some DNNs as well
as compare them with brain recordings. However, these li-
braries implement DNNs that were mainly developed for im-
age classification tasks. This sub-selection limits the use of
this approach when examining the neural representations of
humans performing other perceptual and cognitive functions.
Net2Brain expands the DNNs available for comparison from
supervised models trained on image classification, instance
and panoptic segmentation, 3D scene understanding, and ac-
tion recognition tasks, to self-supervised models (Caron et al.,
2020; He, Fan, Wu, Xie, & Girshick, 2020) and multimodal
DNNs (Radford et al., 2021). We further recognize the impor-
tance of video datasets which could provide new insights into
the human processing of motion and event understanding.

Net2Brain

Net2Brain is based on the ideas and goals of the Algonauts
project (Cichy, Roig, Andonian, et al., 2019). This intuitive
toolbox provides all the functionality needed for rapidly extract-
ing the representations of a variety of DNNs, computing their
representational dissimilarity matrices (RDMs), and compar-
ing them to brain datasets. It employs RSA, weighted RSA,
to make this comparison, and provides an in-depth examina-
tion of the correlation between the representational space of
brain datasets and DNNs, for specific ROIs or in searchlight
fashion. In addition, Net2Brain also informs about the quality
of the brain recording being inspected and provides the flexi-
bility to add new datasets and DNNs for analysis. Users can
test a new hypothesis with a few clicks via CLI-Commands, a
command-line interface ideal for servers like Google Colab, or
a conveniently-designed GUI.

Each of the over 600 implemented neural networks in
Net2Brain is capable of processing image and video input
data (.jpg and .mp4), providing the opportunity of studying
cognitive functions associated with the processing of con-
tinuous stimuli. In addition, the toolbox introduces models
trained on a variety of visual tasks. Although image classi-
fication Convolutional Neural Networks (CNNs) have shown
the best predictive power of the visual cortex (Yamins et al.,
2014; Khaligh-Razavi & Kriegeskorte, 2014), models trained
on other tasks could improve our understanding of the neu-
ral processing of a wider range of perceptual and cognitive
functions. Hence we included models trained for scene un-
derstanding (Zamir et al., 2018), segmentation models, (Wu,
Kirillov, Massa, Lo, & Girshick, 2019), video models (Fan,
Li, Xiong, Lo, & Feichtenhofer, 2020), multimodal models
(Radford et al., 2021), and self-supervised models(Caron et

al., 2021).
Using these models, features can be generated to be com-

pared with available brain datasets. The evaluation func-
tion of Net2Brain allows the simultaneous comparison of the
RDMs of multiple DNNs and brain datasets using RSA and
weighted RSA. As an output of this step, the toolbox sup-
plies a graph with the squared correlation coefficient per layer
obtained through the analysis, along with a measure of sta-
tistical significance, and an estimate of the lower and upper
noise ceiling of the brain responses. The computed data and
the resulting graph are automatically stored in the filesystem
to be easily accessed. The toolbox can be downloaded from
GitHub (https://github.com/ToastyDom/Net2Brain.git) and also
contains the fMRI and MEG datasets used in the 2019 Algo-
nauts challenge (Cichy, Roig, Andonian, et al., 2019), pro-
vided in RDM format. Providing these datasets enables the
user to immediately test the functionality of the program, and
intuitively shows how to add new brain recordings to the tool-
box.

Prediction of brain responses using
multimodal DNNs

In the last few years, the field of deep learning has shown that
DNNs trained on multi-sensory input, which are capable of
creating multimodal representations, achieve better general-
ization and overall performance. In this context, much debate
exists in the field of cognitive neuroscience on the multimodal
nature of cortical representations, and the idea that brain ar-
eas higher up in the hierarchy might need to encode these
types of representations for carrying out more abstract com-
putations (Tang et al., 2021). Combining both fields, this hy-
pothesis could be tested by analyzing if brain representation
are more similar to multimodal DNNs than unimodal ones.

As an exploratory work, we used Net2Brain to com-
pare the responses of the multimodal CLIP-ResNet50 and
CLIP-ViT-B/32, a self-supervised DNN trained on image-text
pairs (Radford et al., 2021), with its unimodal counterparts
ResNet50 and ViT-B/32, which are supervised DNN trained
to perform object recognition on Imagenet, to human func-
tional magnetic resonance imaging (fMRI) recordings from the
dataset by Michael F. Bonner et al. (Bonner & Epstein, 2017).

As illustrated in Fig.1, we found that the multimodal CLIP-
ResNet50 has significantly better predictability of the regions
of interest (ROIs), which are displayed in Fig. 2, than its uni-
modal counterpart ResNet50 throughout all presented layers.
This can be seen as a prelude toward research that argues
whether the inclusion of captions allows encoding spatial re-
lations and how other modalities could improve predictability.

Another pattern that can be observed is that although CLIP-
ViT and normal ViT behave similarly, they both have better
predictability of the regions than ResNet50. This invites to
delve deeper into exploring regions of the brain using other
DNNs rather than CNNs, and having different architectures to
help understand the structure of the visual cortex.

In sum, Net2Brain facilitates investigating correlations be-



Figure 1: Prediction of brain responses using multimodal
DNNs vs their unimodal counterparts in the ROIs in Fig. 2 and
a table displaying the layers with the highest correlation. The
range from lower to upper noise ceiling is indicated by the gray
box and the asterisk above the bars indicates the significance
of the calculated data. The error bar represents the standard
error across subjects.

Figure 2: Cortical overlay showing locations of cortical regions
from the probabilistic atlas used in Fig. 1.

tween different DNNs and brain ROIs and reveals exciting pat-
terns that can be further explored.

Conclusion

We have introduced Net2Brain, a toolbox for comparing the
responses of artificial neural networks and the human visual
cortex using representation similarity analysis. Our toolbox
facilitates the adoption of DNNs in cognitive neuroscience re-
search, lowers the knowledge barrier for newcomers that want
to implement these tools, and provides users the flexibility to
carry out these analyses using their computational models
and brain datasets. We have also demonstrated the simplicity
of using Net2Brain for testing a hypothesis from cognitive com-
putational neuroscience. In the future, the toolbox will include
more brain datasets and functions for carrying out common
analyses in neuroscience research, such as variance parti-
tioning analysis and encoding models.

Acknowledgments

This work was funded with the support from the Alfons and
Gertrud Kassel Foundation (G.R.), by the German Research
Foundation (DFG, CI241/1-1, CI241/3-1 to R.M.C.) and by the
European Research Council (ERC, 803370 to R.M.C.).

References

Abadi, M., Agarwal, A., Barham, P., Brevdo, E., Chen, Z.,
Citro, C., . . . Zheng, X. (2015). TensorFlow: Large-scale
machine learning on heterogeneous systems. Retrieved
from http://tensorflow.org/ (Software available from
tensorflow.org)

Bonner, M. F., & Epstein, R. A. (2017). Coding of nav-
igational affordances in the human visual system. Pro-
ceedings of the National Academy of Sciences. doi:
10.1073/pnas.1618228114

Cadieu, C. F., Hong, H., Yamins, D. L. K., Pinto, N., Ardila,
D., Solomon, E. A., . . . DiCarlo, J. J. (2014, December).
Deep Neural Networks Rival the Representation of Primate
IT Cortex for Core Visual Object Recognition. PLoS Com-
putational Biology , 10(12), e1003963. doi: 10.1371/jour-
nal.pcbi.1003963

Caron, M., Misra, I., Mairal, J., Goyal, P., Bojanowski, P., &
Joulin, A. (2020). Unsupervised learning of visual fea-
tures by contrasting cluster assignments. arXiv preprint
arXiv:2006.09882.

Caron, M., Touvron, H., Misra, I., Jégou, H., Mairal, J.,
Bojanowski, P., & Joulin, A. (2021). Emerging proper-
ties in self-supervised vision transformers. arXiv preprint
arXiv:2104.14294.

Chollet, F., et al. (2015). Keras. GitHub. Retrieved from
https://github.com/fchollet/keras

Cichy, R. M., Dwivedi, K., Lahner, B., Lascelles, A., Iamsh-
chinina, P., Graumann, M., . . . others (2021). The algonauts
project 2021 challenge: How the human brain makes sense
of a world in motion. arXiv preprint arXiv:2104.13714.

Cichy, R. M., Khosla, A., Pantazis, D., Torralba, A., & Oliva,
A. (2016). Comparison of deep neural networks to spatio-
temporal cortical dynamics of human visual object recogni-
tion reveals hierarchical correspondence. Scientific reports,
6, 27755. (Publisher: Nature Publishing Group)

Cichy, R. M., Roig, G., Andonian, A., Dwivedi, K., Lahner, B.,
Lascelles, A., . . . Oliva, A. (2019). The algonauts project:
A platform for communication between the sciences of bi-
ological and artificial intelligence. CoRR, abs/1905.05675.
Retrieved from http://arxiv.org/abs/1905.05675

Cichy, R. M., Roig, G., & Oliva, A. (2019). The algonauts
project. Nature Machine Intelligence, 1(12), 613–613.

Dwivedi, K., Bonner, M., Cichy, R., & Roig, G. (2021). Un-
veiling functions of the visual cortex using task-specific
deep neural networks. PLoS computational biology . doi:
https://doi.org/10.1371/journal.pcbi.1009267

Fan, H., Li, Y., Xiong, B., Lo, W.-Y., &
Feichtenhofer, C. (2020). Pyslowfast.
https://github.com/facebookresearch/slowfast.

Guclu, U., & van Gerven, M. A. J. (2015, July). Deep
Neural Networks Reveal a Gradient in the Complexity
of Neural Representations across the Ventral Stream.
Journal of Neuroscience, 35(27), 10005–10014. doi:
10.1523/JNEUROSCI.5023-14.2015



He, K., Fan, H., Wu, Y., Xie, S., & Girshick, R. (2020). Momen-
tum contrast for unsupervised visual representation learn-
ing. In Proceedings of the ieee/cvf conference on computer
vision and pattern recognition (pp. 9729–9738).

Jia, Y., Shelhamer, E., Donahue, J., Karayev, S., Long, J.,
Girshick, R., . . . Darrell, T. (2014). Caffe: Convolu-
tional architecture for fast feature embedding. arXiv preprint
arXiv:1408.5093.

Khaligh-Razavi, S.-M., & Kriegeskorte, N. (2014,
11). Deep supervised, but not unsupervised,
models may explain it cortical representation.
PLOS Computational Biology , 10(11), 1-29. doi:
https://doi.org/10.1371/journal.pcbi.1003915

Muttenthaler, L., & Hebart, M. N. (2021). Thingsvi-
sion: A python toolbox for streamlining the extraction
of activations from deep neural networks. Fron-
tiers in Neuroinformatics, 15, 45. Retrieved from
https://www.frontiersin.org/article/10.3389/fninf.2021.679838
doi: 10.3389/fninf.2021.679838

Nili, H., Wingfield, C., Walther, A., Su, L., Marslen-Wilson,
W., & Kriegeskorte, N. (2014). A toolbox for represen-
tational similarity analysis. PLoS computational biology ,
10(4), e1003553.

Paszke, A., Gross, S., Massa, F., Lerer, A., Bradbury, J.,
Chanan, G., . . . Chintala, S. (2019). Pytorch: An imperative
style, high-performance deep learning library. In H. Wal-
lach, H. Larochelle, A. Beygelzimer, F. d'Alché-Buc, E. Fox,
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